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Abstract

The testing of automation applications has become a crucial pillar of ev-
ery production systems engineering (PSE) project with the proliferation of
cyber-physical systems (CPSs). In light of new attack vectors against CPSs,
caused, inter alia, by increased connectivity, security aspects must be consid-
ered throughout the PSE process. In this context, software testing represents
a critical activity, as a lack of adequate security mechanisms puts a variety
of valuable assets (e.g., system configurations and production details) at risk
of information theft and sabotage. Thus, organizations must analyze the se-
curity of their software testing process on a regular basis in order to counter
these threats. Yet, due to the required security knowledge or budget con-
straints for security-related expenses, these undertakings may be destined to
fail. In this work, we present a framework that supports the semi-automated
security analysis of an organization’s software testing process for industrial
automation software. This framework is based on the VDI/VDE 2182 guide-
line and integrates an ontological approach to model the necessary back-
ground knowledge, including, e.g., data flows, assets, entities, threats, and
countermeasures. The framework comprises a default model of the testing
process, which users can adapt so that the target of inspection accurately
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reflects their software testing environment. In particular, the testing process
considered for creating the default model is based on best practices observed
at a major system integrator, aligned with the ISO/IEC/IEEE 29119 series
of software testing standards. Moreover, we developed a tool that enables the
automatic generation of attack—defense trees from such formal models of the
organization’s software testing process. We demonstrate how the proposed
framework can be applied to a generic software testing process to answer
essential questions in conducting a security risk analysis. The results of the
exemplary security analysis provide guidance, should raise awareness in the
industrial domain, and support effective, yet cost- and time-efficient secu-
rity analyses. Finally, we evaluate the presented framework by performing a
comprehensive comparison of suitable security analysis tools.

Keywords: Security analysis, Threat modeling, Risk assessment, Security
ontology, Software testing, Industrial automation software, Cyber-Physical
Systems, Industrial control systems, VDI/VDE 2182, ISO/IEC/IEEE 29119

1. Introduction

In the past decades, the adoption of software in the industrial automa-
tion domain increased significantly. According to a report presented by the
Mechanical Engineering Industry Association (VDMA)[[ the costs of soft-
ware development activities in engineering projects for automation systems
increased from approx. 20% in 2000 to more than 40% in 2010, and it is ex-
pected that this share continues to rise (Gausemeier, 2010; Vyatkin, |2013).
These findings indicate that software engineering already started to dominate
PSE projects, leaving other engineering disciplines (i.e., mechanics and elec-
tronics) behind in terms of spending. Strategic initiatives, such as Industry
4.0 (Kagermann et al., [2013]), underpin this trend, as CPSs are considered as
a stepping stone toward the realization of the “smart factory”. CPSs tightly
couple “cyber” (e.g., software) and physical components (e.g., sensors, actu-
ators) and operate on both dimensions (i.e., communicating with other cyber
systems and act in the physical environment) (Baheti and Gill, 2011). Due
to the fact that the behavior of these systems is governed by the software
that they execute, software testing is a vital activity to ensure that the CPSs

'WDMA: https://www.vdma.org.
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perform as intended. Since CPSs interact with the real world, e.g., by con-
trolling manufacturing processes in case of industrial control systems (ICSs),
the functional safety but also security of these systems must be guaranteed.

As a matter of fact, security and safety are interdependent properties
(Knowles et al., 2015]), meaning that successful cyber attacks against CPSs
may damage plant equipment, put human health at risk or harm the envi-
ronment. For example, past CPSs or, more specifically, ICSs security inci-
dentsE] caused sewage to flow into waterways in Maroochy Shire (Slay and
Miller, |2008), the destruction of centrifuges at Iran’s Natanz nuclear facility
(Langner} [2013; [Falliere et al., 2011)) and severe physical damages to a Ger-
man steel mill’s blast furnaces (Lee et al., |2014). To counter cyber threats
for CPSs, security must be integrated into each phase of the PSE process,
following the principle “security by design”. PSE processes are embedded in
a multi-disciplinary environment, where engineers of different domains work
together using various specialized tools that produce heterogeneous plan-
ning artifacts (Biffl et al) 2017). Unprotected PSE data (i.e., engineering
artifacts) in general, pose a severe security threat, as adversaries may be
able to steal know-how or even introduce vulnerabilities into artifacts (e.g.,
blueprints or code of the CPS), for exploitation later on in the system’s
lifecycle (Kieseberg and Weippl, 2018; [Weippl and Kieseberg, [2017)).

Software testing of automation applications, in particular, represents a
critical phase in every engineering project, as a compromised testing process
may allow adversaries to steal or manipulate engineering artifacts. Besides
software piracy or the theft of intellectual property (IP), test artifacts may
be leveraged to launch highly effective and covert attacks against CPSs dur-
ing plant operation. For instance, if these artifacts enhance the attacker’s
knowledge of the physical process under control, he or she may be able to
introduce subtle changes in a way that covertly degrades the operation of the
plant (de Sa et al., 2017). Stuxnet is one of the most prominent examples
of such a covert attack, which required in-depth knowledge of the target sys-
tems and the controlled industrial processes (Langner, 2013} [Falliere et al.,
2011).

On the other hand, the manipulation of test results may allow adversaries

’Interested readers may refer to (Miller and Rowe, [2012; McLaughlin et al., 2016;
Stouffer et al., 2015)) for a list of documented ICSs security incidents that occurred in the
past.



to conceal malicious code that has been injected during the testing process or
previous PSE phases. The placed malware could then become active during
test execution or lie dormant until triggered during plant operation. The
criticality of the involved assets and the unique characteristics of the testing
process for industrial automation software motivate the need for a thorough
threat and risk assessment of software testing activities. Furthermore, as
the software testing approaches typically differ between organizations, it is
crucial to assess the individual situation of each organization.

In this article, we present a comprehensive framework that facilitates the
analysis of the security aspects of the software testing process for industrial
automation software. The overall objective of this article is to support or-
ganizations in securing their software testing approach and to increase the
awareness of cyber threats that target the PSE process.

First, we develop a generic process model for software testing that con-
siders the special characteristics of the industrial domain to define our as-
sessment scope. To define this model, we conducted interviews with a major
Austrian systems integrator, reviewed it together with a software quality
consulting company, and finally, aligned it with internationally recognized
standards for software testing.

Second, we introduce the developed security analysis framework, which
is based on the procedural model for risk analysis specified in the VDI/VDE
2182-1| (2011)) guideline to ensure conformance with the recommended state
of the art. This framework also integrates a STRIDE-based threat model-
ing approach (Shostack, 2014) for identifying relevant threats to the assets
involved. To ensure that the threat models are applicable to variants of the
herein described testing process, we developed a tool that enables users to
automatically generate attack-defense trees (ADTrees) (Kordy et al., 2011)),
specifically tailored to their environment. For the quantitative assessment of
risks, we take advantage of the open-source software ADTool (Kordy et al.,
20134). In this way, users are able to answer questions, such as, “Which roles
are authorized to access which assets?” or “Which threats may ezist for the
software testing process and how can they be mitigated?”.

Finally, we conduct a comprehensive evaluation of our framework by com-
paring it to other security analysis tools.

The contributions of this paper can be summarized as follows:

e We investigate the state of practice in testing industrial automation
software by (i) analyzing the testing approach of a major systems inte-



grator, and (ii) aligning it with international standards for software
testing (viz., the ISO/IEC/IEEE 29119 series). The outcome is a
generic and profound version of the software testing process that is
well applicable for industrial automation software.

e We present a novel framework for conducting semi-automated secu-
rity analyses of software testing processes in PSE projects, based on
the [VDI/VDE 2182-1| (2011)) guideline. Furthermore, we demonstrate
how this framework can be applied to understand threats and answer
security-relevant questions pertaining to the software testing process.

e Finally, we introduce a publicly-available prototype implementation of
the framework, and data models of the underlying security and process
knowledge. It includes ADTGenerator, a tool that allows users to au-
tomatically generate ADTrees (Kordy et al., [2011) for specific testing
setups, in order to facilitate threat modeling and a quantitative risk
assessment.

The remainder of this paper is structured as follows: Section [2| discusses
the methodology of our work and briefly reviews existing security concepts
that have been leveraged in our research. In Section 3, we introduce a generic
software testing process for automation applications, which also defines the
assessment scope for the proposed framework. Section [4| details the security
analysis framework and how it can be applied in the context of software
testing. In particular, this section first describes the ontologies that are
used to model relevant knowledge and then demonstrates how the proposed
framework can support each step of the security analysis. After presenting
the main contribution of this work, in Section [} we evaluate the developed
framework by comparing it to other tools, some of which support (semi-
Jautomated security analyses. Next, in Section |§|7 we discuss related work
in the areas of threat modeling for CPSs, automated threat modeling, and
information security ontologies. Finally, Section [7] concludes the article and
provides suggestions for future research directions.

2. Methodology

This work is based on the Design Science approach by Hevner et al.
(2004). The Design Science process, outlined in Figure , is on the one hand
influenced by the Environment, and on the other hand, by a Knowledge Base
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Figure 1: A simplified adaptation of the Design Science in Information Systems Research
methodology based on (Hevner et al., [2004).

that provides foundations and methodologies. The research process is divided
into three tasks, viz., Analysis, Solution Design, and Fvaluation, which build
on but also contribute to each other. In the Analysis phase, the research
problem is investigated by means of the state of the art and the applicable
knowledge. In the Solution Design phase, a solution approach is drafted,
which may consist of theories, a particular design or other artifacts. The
proposed approach is then examined and justified in the Evaluation phase.

To build a generic software testing process for automation applications,
we first conducted qualitative, unstructured interviews with different roles
from a major Austrian-based systems integrator, aligned the resulting model
with existing standards for software testing and then discussed them with a
company experienced in testing industrial automation software. More specif-
ically, we interviewed four individuals to analyze their experiences and view-
points on software testing in depth. All male interviewees are working in
different departments and are filling various roles, viz., (i) Project Manager
in the department Automation Engineering, (ii) Head of the department PLC
Programming, (iii) Head of the department SCADA, and (iv) Head of Soft-
ware Quality in the department MES.

Prior to conducting the interviews, we prepared our view of the organi-
zation’s testing process based on background information that we had ob-
tained from an independent research collaboration. We graphically mapped
the testing process with the Business Process Model and Notation (BPMN)
(OMG, [2011)), as it is a standardized notation for the modeling of business
processes. However, we used the prepared BPMN model only as a tool to
guide discussions. Owing to the unstructured interviews, we were able to



focus on unanswered questions and blank spots. Furthermore, this setting
encouraged the interviewees to expand on software testing issues and security
concerns.

Subsequently, we reviewed our results together with an Austrian consul-
tant company that specializes in software quality in order to ensure that
the modeled software testing process is sound. In addition, we aligned the
state of practice of testing automation applications with the internationally
recognized standards for software testing, viz., the ISO/IEC/IEEE 29119 se-
ries, and relevant literature (Spillner et al., 2011}, |Lewis, 2008]). In this way,
we further refined our process model to establish a common ground for the
security analysis.

In developing our security analysis framework, we analyzed and leveraged
security models and standards, which are briefly described in the following.
The analysis steps are based on the VDI/VDE 2182-1|(2011)) guideline, which
specifies a uniform approach to increase the security of automation systems.
The VDI/VDE 2182-1] (2011)) guideline starts with a Structure Analysis anal-
ysis to define the assessment scope. Subsequently, the following eight steps
are performed: (i) identify assets, (ii) analyze threats, (iii) determine rele-
vant security objectives, (iv) analyze and assess risks, (v) identify measures
and assess effectiveness, (vi) select countermeasures, (vii) implement coun-
termeasures, and (viii) perform process audit.

Moreover, we adopt STRIDE (Shostack, [2014)), as it provides a structured
model of threats and thereby supports the threat analysis step. STRIDE is
an acronym that denotes a set of security threats, viz., (i) Spoofing, (ii) Tam-
pering, (iii) Repudiation, (iv) Information Disclosure, (v) Denial of Service,
and (vi) Elevation of Privilege (Shostack, [2014)). Using STRIDE may facili-
tate discovering threats, especially when applying one of its variants, namely,
STRIDE-per-element or STRIDE-per-interaction (Shostack, 2014)). However,
before applying STRIDE, we plot the data flows within the target of inspec-
tion by using a data flow diagram (DFD), consisting of the following elements:
(i) processes (i.e., code that is executed), (ii) data flows (i.e., exchanged data
between elements), (iii) data stores (i.e., elements that store data), (iv) and
external entities (i.e., people) (Shostack) 2014]).

Furthermore, we use ADTrees (Kordy et al., 2011) for graphically repre-
senting the enumerated threats in a tree structure. ADTrees extend attack
trees (Schneier, [1999; Mauw and Oostdijk, [2006) by defense nodes, allow-
ing users to analyze the security of a system from both an attacker’s and
defender’s point of view (Kordy et al., 2011). Adequate tool support is
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available, viz., the ADTool (Kordy et al., |2013a)), which may foster wider
adoption.

Taking into account that the testing approach differs between organiza-
tions, the modeling of data flows must be dynamic so that the threats can be
accurately identified. As a result, we provide an ontology that allows users to
model a DFD, representing the data flows within their testing process. Ad-
ditionally, we created an ontology to model generic ADTrees that are based
on the threat trees defined in (Shostack, 2014). To ease the process of model-
ing threats, we developed a tool, named ADTGenerator, that automatically
extracts the DFD and generates ADTrees for chosen threat scenarios. The
ADTree generator was developed in Scala and the source code, including
both ontologies, is publicly available on GitHuhP|

Furthermore, we demonstrate how competence questions (cf. Table[2)) can
be answered by means of the developed framework. Due to space constraints,
we can neither show the SPARQL queries that attempt to answer these
questions, nor the corresponding query results. However, we provide the
SPARQL queries as well as the knowledge base, which can be used to execute
the queries, via the aforementioned GitHub repositoryﬂ.

Finally, we evaluate the framework by performing a comprehensive com-
parison with other state-of-the-art tools for threat modeling and security
analyses.

3. Generic Software Testing Process for Automation Applications

In general, the process of testing industrial automation software is quite
similar to that of testing traditional I'T software. One of the main differences
lies in the fact that industrial automation software runs on CPSs that inte-
grate physical components in order to interact with the real-world (Baheti
and Gill, [2011)) (e.g., a robot arm as part of an assembly line). As a conse-
quence, the system under test (SuT) consists of software that may run within
a simulation or a testbed of the production system. Another consequence is
that testing in the automation domain is still manually done on a regular
basis due to the difficulty to automate specific tests and the lack of effective
test measures (Dubeyl, [2011)).

As, to the best of our knowledge, there is no industry standard specifically
defining the testing process in PSE, we based our testing process for industrial

3ADTGenerator: https://github.com/sbaresearch/adtgenerator.
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Figure 2: The high-level testing process (Graham et al., [2008; |Spillner et al., 2011)).

automation systems, which is shown in Figure [2| on the high-level software
testing processes of (Graham et al., 2008)) and (Spillner et al.| [2011)). In both
works, the testing process consists of the following five tasks: (i) Planning &
Control, (ii) Analysis € Design, (iii) Implementation € Execution, (iv) Eval-
uation & Reporting, and (v) Completion, which are executed in the testing
phase of a software system. The Planning € Control activity spans over the
other activities to enable the adaptation of the testing process if necessary.
The results and artifacts of tasks are handed over to the next task of the
process, for example as logical test cases and testing source code. Further-
more, to allow the control mechanism to work properly, particular results of
the tasks are fed back to previous tasks as a basis for further decisions and
to improve the specific testing process and quality.

Utilizing the process descriptions from (Spillner et al. [2011; |Graham
et al., 2008), we developed a detailed, yet comprehensible software testing
process that especially considers requirements for industrial automation soft-
ware. Very similar to non-automation software, testing an engineering solu-
tion are tested on different levels (Dubey, 2011) — from unit and module
testing to on-site testing. However, the site acceptance testing level (Dubey;,
2011)) during the commissioning phase of a production system is out of the
scope of this article. Figure [3| illustrates this software testing process. For
further explanation, we will provide a description of the process steps and
describe the involved stakeholder roles.

The first of the five BPMN swimlanes in Figure [3|represents the activities



of Test Management, which corresponds to the Planning € Control task in
the high-level process illustrated in Figure[2l We chose this different name of
the Test Management swimlane after interviewing the test expert of the con-
sultancy company and aligning the process with the ISO/IEC/IEEE 29119
series to better conform to the standard. All other names follow the conven-
tion in the depicted high-level process. The management activities in this
process define the test strategy (e.g., automated behavior-driven testing),
create a test plan that considers the quality expectations, define the require-
ments for testing, and monitor and control the testing process. The second
swimlane contains the Test Analysis € Design activities, where engineers
analyze the test basis, derive test conditions, define the logical test cases and
the test environment, and describe the test procedure. In contrast to the
business software testing process, the testing process for industrial automa-
tion software has to describe the environment with its simulation or physical
systems in the Environment Description. In the Test Implementation € Ex-
ecution swimlane, the activities for implementing the test cases with the
correct test data, preparing the environment and executing the tests, as well
as collecting the test results are embedded. Our interviews and investigation
showed that for automation software engineering it is crucial that the SuT is
appropriately prepared before, and torn down after the test execution. This
necessity is, e.g., for safety reasons due to a possible interaction between
physical systems and employees or the physical damage a component may
cause. Furthermore, physical systems and their components cannot be reset
to a clean state as easily as software systems and often require engineers to
perform manual activities. Therefore, we introduced the activities Prepare
SuT and Tear down SuT which are separated from the preparation of the
testing environment, covering the testing system, its tools, and the automa-
tion software itself. The fourth swimlane is the Test Reporting lane, which
consists of creating the test report and evaluating the test results, or, in case
of a test incident, the documentation of this incident. The last swimlane
of the BPMN process contains the tasks for Test Completion, which include
cleaning up the environment, archiving the tests and creating a completion
report that includes the lessons learned from the test run.

After interviewing our partners, we compared the testing process with
the ISO/IEC/IEEE 29119 standard and amended missing parts. For clarity
reasons we combined the Test Management Process and the Dynamic Test
Process and their relevant sub-processes to an integrated software testing
process, but also left out the Organizational Testing Process that describes
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processes on a higher level than the project level. Furthermore, we omitted
a few tasks of the standard that seemed to make it less understandable in
a combined form, such as consenting on the test plan. Nevertheless, our
software testing process is a generic blueprint that still needs to be imple-
mented according to the specific requirements of the respective automation
engineering company that uses it. This also means that the testing process as
depicted might not be rigorously followed, e.g., on the supervisory or control
level.

Each of the tasks in our testing process is associated with a particular
role. Table [1| defines these roles and their responsibilities. In practice, a
single person often fills several roles, even though a clear separation of roles
would be preferable (Winkler et al., [2018)).

Abbrv.  Role Responsibilities

PM Project Manager Project Controlling, Test Controlling

™ Test Manager Test Planning, Test Design, Test Management, Test Controlling

RM Release Manager Software Packaging, Software Releasing

D Developer SuT Code Implementation

T Tester Test Data Creation, Testcase Implementation

TAE Test Automation SuT Preparation & Tear Down, Environment Preparation & Tear
Engineer Down, Test Execution

DE Domain Expert Test Data Provisioning, Business Testcase Derivation, Domain Knowl-

edge Specification, Requirements Specification

Table 1: The roles and responsibilities in a software testing team (Winkler et al.l [2018;
ISO/IEC/IEEE 29119-2, [2013).

According to the developed testing process, the security analysis will focus
on an organizational and high-level technical view of the testing process.
Consequently, specific tools used as part of the testing process are out of
scope but could be extended by users or future research. However, we do
consider types of tools (e.g., test management tool) that are used for testing
activities in the threat modeling process.

4. Security Analysis Framework

This section discusses a framework for the semi-automatic security analy-
sis of software testing processes. First, an overview of the framework is given
by describing its structure and how it can support an organization’s efforts
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to secure its software testing process. Second, we outline in Section how
we represent knowledge about (i) the software testing process, and (ii) poten-
tial threats including their respective countermeasures by using ontologies.
Third, Section demonstrates the steps of the security analysis and high-
lights the merits of the framework.

As stated in Section[2] the presented framework is based on the VDI/VDE
2182-1| (2011) guideline and aims to semi-automate multiple steps of the
procedural method. As can be seen in Figure 4l the procedural method is
cyclic in nature and the framework focuses on the first six steps, including
the Structure Analysis (the remaining two steps marked with €9 are out of
scope, as they cannot be automated).

Start
(Structure Analysis) Identify Assets |:> Analyze Threats

@ Perform Determine Relevant

Process Audit Security Objectives
Process
Documentation
@ Implement Analyze &
Countermeasures Assess Risks

Select j,: Identify Measures &
Countermeasures Assess Effectiveness

Figure 4: The procedural method, as described in and adapted from (VDI/VDE 2182-1,
2011)); steps marked with €9 are out of scope of the proposed framework.

Before the procedure can be performed, a structure analysis must be
conducted in order to define the assessment scope. The result of this analysis
is a specification of the target of inspection, i.e., a detailed description of the
object (e.g., device) to be assessed. Furthermore, the specific moments in
time when the security analysis ought to be conducted is dictated by certain
intervals (e.g., regular audits) or events (e.g., discovered vulnerabilities, a

13



major change in the target of inspection). To ensure a traceable process, the
VDI/VDE 2182-1| (2011) guideline suggests creating a process documentation
that is developed step by step throughout the procedural method. (VDI/VDE
2182-1}, [2011))

Table [2| summarizes the contribution of this work, or, more precisely,
how the herein presented framework supports the phases of the procedure
method described in the VDI/VDE 2182-1 (2011) guideline (cf. Figure [4).
Since we adopt an ontological approach, the knowledge models described in
the next section lay the foundation for the framework. For this very reason,
the framework also facilitates creating the process documentation.

4.1. Knowledge Representation

Due to the fact that the software testing process steps, used tools, and de-
fense mechanisms in place vary among organizations, the target of inspection
is dynamic to a certain extent. To ensure that the scope of the security anal-
ysis is clearly defined, yet flexible enough to analyze various software testing
processes, we developed a tool-supported semi-automated threat modeling
approach.

The foundation of this approach consists of two ontologies to model, on
the one hand, data flows within the software testing process, and ADTrees
on the other. Both ontologies were developed in the Web Ontology Language
(OWL) by using the open-source ontology editor Protégé (Noy et al., |2001)).
Although we provide a set of individuals for both ontologies in advance as a
starting point, we expect users to adapt the modeled DFD to their testing
process, and to extend the predefined ADTrees if necessary.

The DFD ontology is formed by the typical elements of a DFD, viz.,
Process, DataFlow, DataStore, and ExternalEntity classes. Furthermore,
an Asset class, with the subclasses Hardware, Software, and Document are
used to associate individuals of these types with elements of the modeled
DFD. Assets can be linked to DFD elements, via the object property usedBy.
Furthermore, bidirectional data flows are denoted by adding the flows object
property twice (one for each endpoint), while unidirectional data flows can
take on the object properties flowsFrom and flowsTo.

On the other hand, the ADT (ADTrees) ontology consists of the following
classes: AttackNode, DefenseNode, Goal (i.e., the root node of the ADTree),
TargetElement (i.e., a DFD element type), Threat (according to STRIDE),
and Connector with the two subclasses AndConnector and OrConnector

14



Phase Answered Question Semi-Auto. Provided Support

Structure What 1is the target of © The generic DFD for software testing depicted

Analysis inspection? in Figureis modeled with the DFD ontology
and can be adapted if needed. The knowledge
model can be queried to gain insights into the
organization’s testing process.

Identify Assets What are the assets to © Assets listed in Tableﬁ are modeled with the

be protected? DFD ontology and can be adapted if needed.

The knowledge model can be queried to gain
insights into the testing process and involved
assets.

Analyze What are the threats to (] ADTrees can be automatically generated

Threats assets? based on the modeled DFD and generic
ADTrees. The threat model can be eas-
ily shared and extended to reflect new and
organization-specific threats.

Determine Which security objec- (] The security objectives can be automatically

Security ~ Ob-  tives are at risk? identified by querying the knowledge models.

jectives

Analyze & As-  Which risks need to be O The generated ADTrees can be imported into

sess Risks treated? ADTool (Kordy et al) |2013a) in order to
conduct a (manual) quantitative risk assess-
ment (Kordy et al., [2013b).

Identify Mea-  What are the counter- O The generic countermeasures are modeled with

sures & Assess measures to mitigate the ADT ontology and can be adapted if

Effectiveness the risks? needed. Users can query the knowledge base
to identify countermeasures to protect assets.

Select Counter- What are the most o The automatically generated ADTrees can be

measures

cost-effective counter-
measures?

analyzed with the quantitative risk assessment
features of the ADTool (Kordy et all 2013a)),
allowing to identify cost-effective countermea-
sures.

Legend: @ applicable, © partially applicable, O not applicable.

Table 2: An overview of how the proposed framework supports the security analysis

according to [VDI/VDE 2182-1| (2011)).
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for representing conjunctive and disjunctive refinements of nodes, respec-
tively. Goals, attack, and defense nodes are connected to connectors, and
vice versa, by using the object property connectedTo. Furthermore, goals
point to DFD target elements and STRIDE threats with the object proper-
ties hasTarget and hasType, respectively. These two object properties can
also be used by subclasses of Connector in order to reference assets that
are put at risk by certain threats. For the purpose of identifying the most
cost-effective countermeasures, attack and defense nodes can have the data
properties successProbability and cost.

To provide users with a generic set of threats, including corresponding
countermeasures, we modeled the threat trees defined in (Shostackl 2014)
with the ADT ontology. Although Shostack (2014) provides mitigation strate-
gies that are geared towards developers and IT operations staff, we focus only
on the latter, as we assume that users of the proposed threat modeling ap-
proach cannot modify the software used as part of the software testing process
(e.g., test management tool). Owing to the modeled DFD and threat trees,
some threat scenarios (e.g., obtain test data) can be automatically derived
by executing SPARQL queries, due to the fact that the DFD elements that
are associated with assets (e.g., test data) and the modeled threats can be
queried jointly. However, to cover multi-stage attacks (e.g., covert sabotage
of the test code), we modeled additional ADTrees that represent specific
threat scenarios pertaining to the software testing process for automation
applications. These predefined ADTrees can reference other threat trees as
subtrees, but the acyclic nature of the trees must be preserved.

4.2. Security Analysis Steps

This subsection first outlines the assessment scope and then shows how
the framework allows to carry out a security analysis of the software testing
process in a semi-automated manner to answer the questions outlined in

Table 21

4.2.1. Structure Analysis

In this work, the target of inspection is the software testing process of
automation applications. Thus, other activities of CPS testing, such as hard-
ware testing, are out of scope. More specifically, we focus on analyzing the
security of the testing process described in Section [3] Furthermore, the secu-
rity analysis covers two levels of testing, namely unit testing, and integration
testing. Other levels of testing, e.g., factory acceptance testing (FAT), are
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not covered as they are often too diverse to include in a general model but
could be considered in future work.

To further break down how information may be transferred, we modeled
the data flows of the software testing process explained in the previous section
by using a DFD (cf. Figure . We assigned each element in the DFD an
identifier so that we can reference them throughout the security analysis; a
way of dealing with references in a STRIDE-based threat analysis, which we
adopted from Khan et al| (2017). The DFD depicted in Figure |5 was also
modeled with the DFD ontology in order to provide users a starting point
for the structure analysis. In this way, they can adapt the modeled DFD so
that the target of inspection accurately reflects their setting. For instance, if
no test data generator is used, or instead of one source code repository, two
are deployed, the modeled DFD can be easily refined by adding or removing
the respective process elements. Moreover, the target of inspection can be
expanded (e.g., to consider IT operations components for the purpose of
DevOps) by extending the DFD ontology.

As can be seen in Figure [5] the tools used during the software testing
activities are modeled as processes, while the data repositories are denoted
as data stores. Furthermore, we used external entities for modeling the roles
in a software testing team and data flows to indicate communication among
tools, repositories, and roles. Owing to the modeled DFD, we can execute
SPARQL queries that can provide answers to a variety of questions related
to the target of inspection, such as: Which processes, external entities or
data stores transfer data to the test management tool?

4.2.2. Asset Identification

The first step of the procedural method is to identify assets within the
assessment scope. The VDI/VDE 2182-1| (2011) guideline states that the
components of automation device(s), the communication infrastructure (e.g.,
data flows) and the legal positions (i.e., claims that may arise from security
incidents) have to be considered. (VDI/VDE 2182-1] 2011)

For the identification of assets involved in the software testing process,
we utilized the BPMN diagram (cf. Figure [3)) and the DFD (cf. Figure [5)).
In particular, the data inputs and outputs depicted in the BPMN diagram,
except simulations, physical components, and the build, were classified as
documents. Furthermore, the DFD process and data store elements were
categorized as hardware and software assets.

Since all this information is modeled in the DFD ontology, we can derive
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L—»  Build Repository

=

Figure 5: A data flow diagram of the software testing process.

valuable know-how about the assets at risk, simply by executing SPARQL
queries. On the one hand, these modeled links allow deducing the attack
targets for a given asset. On the other hand, we can determine which role
(i.e., external entity) has access to which asset. Furthermore, additional
knowledge about possible attack strategies (e.g., the target’s attractiveness,
defined by the number of involved assets) may be gained by using a semantic
reasoner.

Besides assigning the DFD-IDs and authorized roles to each asset, we also
analyzed the potential legal implications of a compromise thereof. Hence, we
checked the potential posture that an organization might take in the event
of litigation that arises from compromised assets. In particular, the follow-
ing legal positions are examined: (i) protection of know-how, (ii) product
liability, and (iii) safety. For instance, a breach of the confidentiality of
documents may represent an infringement of the organization’s intellectual
property rights, while a violation of the integrity may lead to claims to be
filed against the organization due to safety issues or product defects, causing,
for example, machinery breakdowns.

The identified assets, together with the DFD-IDs, legal aspects to be
considered, and the roles authorized to use them, are listed in Table [3]
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Legal Position Authorized Roles

# Asset DFD-IDs
K L S PM ™™ RM D T TAE DE
1 Test management server P-1
2 Test management S-1 [ ]
e repository server
; 3 Source code repository S-2 [ ]
T server
3 4 Build (automation) P-3
m server
5 Build repository server S-3 [ ]
6 Physical components - [ ] [ ]
7 Test management tool P-1 [ ] [ ] [ ] [ ]
8 Test management S-1 [ ]
repository
9 Test data generator P-4 [ ] [ ] [ ] [ ]
10 Software development P-2 ) )
tools
I9) 11 Source code P-2, S-2, F-11, F- [ ] [ ] [ ] [ ] )
3 12, F-13, F-14
g 12 Source code repository S-2 [ ] [ ] [ ]
2 13 Build (automation) tool P-3 [ [ ]
14 Build P-3, F-17,S-3,F- @ @ °
18
15 Build repository S-3 [ ]
16 Simulations F-4, F-21, P-5 [ ] [ ] [ ] [ ] [
17 Test execution tool P-5 [ ] [ ] [ ] °
18 Organizational policy F-1, F-2, F-5, P- [ ] [ ]
1, S-1
19 Test strategy F-1, F-2, F-5, P- [ ] [ ] [ ]
1, S-1
20 Test plan F-1, F-2, F-5, P- [ ] [ [ ]
1, S-1
21 Test status report F-2, F-3, F-4, F- [ J o o
5, P-1, S-1
22 Test conditions F-2, F-3, F-5, P- [} [} [}
1, S-1
23 Logical test cases F-3, F-4, F-5, P- [} [} [} [} [ J
1, S-1
24 Test environment de- F-3, F-4, F-5, P- [ ] [ ] °
scription 1, S-1
= 25 Test procedure descrip- F-3, F-5, P-1, S-1 [ ] [ ]
E tion
= 26 Concrete test cases F-3, F-4, F-5, P- [ ] [ ] [ ] [ ] [ ]
3 1, 8-1
A 27  Test data F-6, F-7, F-8, - ® @ ° ° °
4, 8-1
28 Test suites F-3, F-5, P-1, S-1 )
29 Build specification F-15, F-17, P-3, [ ] [ ] [ ] [ ] [ ]
S-3
30 Test incident report F-2, F-3, F-5, P- [ ] [ ] [ ] [ ]
1, S-1
31 Test results F-2, F-5, F-19, F- [ ] [ ] [ ] [ ] [ ] [
20, F-21, F-22, P-
5, P-1, S-1
32 Test report F-2, F-3, F-5, P- [} [} [}
1, S-1
33 Test issues F-1, F-2, F-3, F- [} [} [} [} [ ]
5, P-1, S-1
34 Improvements report F-1, F-2, F-3, F- [ ] [ ] [ ] [ ]
5, P-1, S-1
35 Archived artifacts F-2, F-5, F-17, P- [ ] [ ] [ ]
1, P-3, S-1, S-3
36 Test completion report F-1, F-2, F-3, F- [ ] [ ] [ ] [ ]
5, P-1, S-1

Table 3: The identified assets and the corresponding IDs of the involved elements in
the DFD (cf. Figure , including a consideration of legal positions (K = protection of
know-how, L = product liability, S = safety) and the roles of the software testing team
(cf. Table [I| for role abbreviations) that are authorized to access the assets.
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4.2.83. Threat Analysis

According to the VDI/VDE 2182-1| (2011) guideline, the threat analysis
step is performed in two phases, viz., the identification of threats and the cre-
ation of a threat matrix. Prior to conducting the threat modeling activities,
we will first discuss potential threat actors, their goals and attack targets.

Attacker Profiles. As past incidents in the industrial sector have shown, com-
mon threat actors are organizations with nation-state resources and criminal
groups or individuals (Miller and Rowe| 2012; Langner, 2013; [McLaughlin
et al., 2016). Since these attacks are often launched in a targeted fashion,
a special focus should be placed on Advanced Persistent Threats (APTs),
i.e., threats that emanate from attackers who pursue a multi-staged attack
strategy, targeting specific organizations with the aim to remain undetected
for an indefinite period.

In general, the adversary’s goals to attack the testing process for industrial
automation software can be categorized into two groups, information theft
and (covert) sabotage. The motives behind attacks that aim to steal testing
artifacts may be (i) monetary profit (e.g., imitating a competitor’s SuT),
(ii) reputation damage (e.g., a data breach involving the loss of artifacts), and
(iii) reconnaissance (e.g., obtaining knowledge about the SuT for subsequent
steps in the kill chain). On the other hand, motives behind sabotage attacks
targeting the testing process may be as follows: (i) equipment damage (e.g.,
increased deterioration of systems), (ii) environment and human safety risks
(e.g., sabotaged test execution on real hardware to put human health at
risk), (iii) manipulation of manufactured products (e.g., decreased product
quality), (iv) denial of service (e.g., impeding the PSE process). Finally,
gaining credit can be a further motive behind a cyber attack.

Table 4] summarizes the considered threat actors in the context of testing
automation applications, including their estimated capabilities and potential
motives behind cyber attacks.

Note that an adversary may also exploit a vulnerable testing process for
industrial automation software to attack the integrator’s customer who is
operating the plant. Consequently, a lack of proper security measures to
protect the testing process may lead to severe consequences, not only for the
integrator who is in charge of the testing process but also for operators who
rely on automation software to control physical processes.
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Threat Actor Capabilities ¢ <© x4 Ao QP %Q’&% > O
Basic User Low [ ] [ ]
Insider Medium (] o (
Competitor Medium (] (] °
Hacktivist Medium o
Terrorist Medium [ [
Cybercriminal Medium
Organized cyber- High (] o (] (] (] ° °
crime group
Nation-state threat  High ° (] (] ° °
group

Table 4: The attacker profiles relevant to the software testing process.

Threat Modeling. As already mentioned in Section [2] we adopt a STRIDE-
based threat modeling approach. In particular, we use STRIDE-per-element
(Shostack, 2014) to facilitate the automated identification of threats. In
essence, this variant of STRIDE predetermines which types of threats are
relevant to which DFD elements (cf. Table |5)). Based on this, threat trees
(Shostack], |2014) can be defined, which provide generic attack vectors that
ease the threat modeling process.

DFD Element S T R I D E

External Entity

Process e O o
Data Flow [ e o
Data Store e O o o

Legend: @ applicable, © partially applicable.

Table 5: The applicability of threats to DFD elements according to STRIDE-per-element
(Shostackl, [2014)).

Due to the fact that we modeled the threat trees with the ADT ontology,
we can derive specific threat scenarios that show, by means of ADTrees, how
an attacker’s goal may be achieved. Furthermore, we grouped these threat
scenarios by attacker goals, i.e., information theft or (covert) sabotage, and
also analyzed potential consequences. Table[6]shows the results of this threat
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modeling activity. Since these threat scenarios describe the actions that are
executed with malicious intent in order to achieve a certain goal, the attacker
constitutes the proponent.

To formally represent ADTrees in Table[6], we adopt attack—defense terms
(ADTerms) (Kordy et al., 2011)). In a nutshell, ADTerms are elements of Ty,
where Ty, = TR U T2 (the union of the set of proponent’s and the set of
opponent’s ADTerms), and ¥ = (S, F), i.e., an AD-signature representing a
pair consisting of a set of types, S = {p, 0}, and a set of function symbols,
F, which is composed of disjunctive (V) and conjunctive (A) refinement op-
erators, and counteractions (c¢) for both the proponent (p) and the opponent
(o) (Kordy et al., [2011)). Furthermore, the ADTerm used to represent the
ADTree T is denoted by «(T) (Kordy et al., [2011)).

Thus, we denote the ADTerm used to represent a generic ADTree, which
is based on a threat tree defined in (Shostack), 2014) and concerns one or mul-
tiple DFD elements depicted in Figure , by L(Ti]:j), where i represents the
DFD-ID and j the threat according to STRIDE. For the sake of brevity,
we group generic ADTrees of a certain threat type by assets, (T} ;) =

VP (L(TIJEJ), cee L(TIJLJ)), where @ represents the assigned number of the as-
set (cf. Table [3)), i the DFD-ID, j the threat type (if applicable to the DFD
element), and k > 1. For instance, «(T5; 7) = VP (L(T;E_&T), L(TFT_ZT), L(Tg_&T),
L(TILLT), L(TST_LT)) is the ADTree consisting of the threat trees for tampering
test data (asset no. 27). Moreover, the ADTerm used to represent an ADTree
for a threat scenario (cf. Table[6)) is denoted by ¢(T%#), where n is the number

of the respective threat scenario.
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The construction of ADTrees for threat scenarios related to informa-
tion theft (no. 1-12) is fully automated since we can retrieve those generic
ADTrees with the STRIDE threat Information Disclosure for the DFD ele-
ments that use the asset at risk. However, the threat scenarios that belong
to the (covert) sabotage group (no. 13-17) are more complex and, in further
consequence, deriving them requires prior modeling with the ADT ontology.
In particular, we assume that for sabotaging an asset in a covert manner,
an adversary must launch reconnaissance attacks prior to the actual asset
manipulation, and finally also execute certain attacks to cover up the sabo-
tage. Thus, ADTrees for representing these threat scenarios are composed of
multiple subtrees that are used to accomplish the attack phases (i) reconnais-
sance, (ii) actual sabotage of the asset, and (iii) concealment. All (covert)
sabotage threat scenarios described in Table [6] comprise these phases, ex-
cept threat scenario no. 17, as the target of inspection does not include the
reuse of archived artifacts (cf. Figure [3|) and therefore lacks the concealment
phase. While the subtrees for the sabotage phase can be constructed in a
fully automated fashion by retrieving the generic ADTrees with the STRIDE
threats Spoofing, Tampering, and Elevation of Privilege that are applicable
to the asset at risk, we had to model the subtrees that belong to the other
two phases. More specifically, we modeled links between the ADTrees repre-
senting these two phases and the assets that must either be obtained prior to
(reconnaissance) or manipulated after the sabotage (concealment) for each
(covert) sabotage threat scenario. To give an example, the covert manipula-
tion of test results (cf. threat scenario no. 16 in Table [6) can be performed
by (i) obtaining the test plan and test cases to provide the attacker with an
accurate understanding of the tests to be executed, (ii) spoofing, tampering
with or elevating privileges of applicable DFD elements that use the test
results, and (iii) tampering with the test incident report and test report to
conceal the sabotage.

Since the ADTrees described in Table [6] can be derived from the ontol-
ogy, users can select a threat scenario and start the ADTGenerator in order
to generate an XML file, which includes the corresponding ADTree. Upon
completion, they can import the generated XML file into the ADTool (Kordy
et al., |2013a)). In this way, users gain a comprehensive view about poten-
tial threats and can then start directly to inspect each attack path in detail,
focusing on the particular circumstances involved (e.g., system’s software ver-
sion). For instance, Figure |§| depicts an excerpt of the ADTree for obtaining
the source code (threat scenario no. 1 in Table [G).
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Figure 6: An excerpt of the ADTree for obtaining the source code.

The VDI/VDE 2182-1| (2011)) guideline prescribes to create a threat ma-
trix to complete the threat analysis step. This threat matrix may include the
threats, which assets are affected, causes, vulnerabilities, and the resulting
direct consequences. The information required to create such a threat ma-
trix, excluding concrete vulnerabilities, can be obtained from the knowledge
base or from Table [3] and Table [(] However, we omit to present a dedicated
threat matrix in this work due to space constraints.

4.2.4. Security Objectives

After the threat analysis, the relevant security objectives have to be de-
termined. In essence, the security objectives of assets, which may be compro-
mised by one or multiple threats, are added to the threat matrix. (VDI/VDE
2182-1}, [2011))

Since each of the modeled generic ADTrees represents a specific threat
according to STRIDE, and in turn, each threat corresponds to a security
objective, users can automatically derive the following objectives that are at
risk by executing SPARQL queries: (i) Authenticity (Spoofing), (ii) Integrity
(Tampering), (iii) Non-repudiation (Repudiation), (iv) Confidentiality (In-
formation Disclosure), (v) Availability (Denial of Service), and (vi) Autho-
rization (Elevation of Privilege). The ontology can be further extended to
include other security objectives, such as auditability.

4.2.5. Risk Assessment

According to the VDI/VDE 2182-1] (2011)) guideline, this step focuses on
assessing the probability that threats manifest and the extent of damages.
The guideline does not specify a certain risk measurement technique that

26



has to be applied, nor does it state whether a qualitative or quantitative
risk analysis should be favored. Yet, the guideline provides a risk matrix as
an example, which is used to categorize risks into three groups, namely low,
medium and high. Furthermore, it is mentioned that a qualitative approach
represents the usual choice when measuring risks. (VDI/VDE 2182-1| 2011))

However, since a certain degree of vagueness is inherent to a qualitative
approach (Bojanc and Jerman-Blazic|, 2008)), a quantitative risk analysis may
be indispensable. Thus, we demonstrate in this section, how quantitative risk
measurement techniques can be applied in order to ensure a cost-effective
treatment of risks.

ADTrees allow answering a variety of quantitative questions related to
threat scenarios (Kordy et all 2013b). In particular, Kordy et al| (2013b)
define three classes of questions that can be answered by means of ADTrees,
viz., (i) “questions referring to one player” (e.g., minimal costs for the pro-
ponent), (ii) “questions where answers for both players can be deduced from
each other” (e.g., success probability for a threat scenario), and (iii) “ques-
tions referring to an outside third party” (e.g., maximal power consumption
of the threat scenario) (Kordy et al., |2013b)).

Recall that ADTGenerator allows the generation of XML files, which
represent ADTrees, based on the knowledge base. These XML files can then
be imported into ADTool for the purpose of conducting a manual quantitative
risk analysis. To illustrate how the risk analysis can be performed, we reuse
the exemplary ADTree depicted in Figure [fl Due to space constraints, we
focus on the attack nodes Side Channels and Storage Attacks, which are
connected to the goal of the generic ADTree representing the disclosure of
information from a data store (source code repository). This generic ADTree
is in turn connected to the root node of the entire ADTree, which constitutes
threat scenario no. 1 described in Table [6l

To determine which risks need to be treated in order to achieve an ac-
ceptable level of risk, we used the ADTool to compute the probability of
success for the exemplary threat scenario. Assuming that all actions are
independent, the success probability of a node with a disjunctive refine-
ment, connecting the basic actions A and B, can be calculated by the equa-
tion P,(A,B) = P(A) + P(B) — P(A)P(B), whereas the success proba-
bility of a node with a conjunctive refinement can be calculated as follows:
P~(A, B) = P(A)P(B), where P represents the probability distribution (Ko-
rdy et al 2013b). We assigned for each basic action in Figure |§] a value for
the probability that either the attack or defense, depending on the respec-
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tive node type, is successful. In this context, it is worth mentioning that the
success probability of defense nodes represents the estimated countermea-
sures’ effectiveness, which is also determined by the fact of whether they are
in place. After the manual assignment, the probabilities for the remaining
nodes, including the ADTree’s goal, are automatically computed by ADTool.
The assigned and calculated values for the success probabilities of nodes can
be found in Table[7] As the table shows, the probability for an adversary to
successfully obtain data from the source code repository is 0.798.

Note that for the success probability computation with ADTool, it is
assumed that all actions are independent (Kordy et al., 2013b). However,
this limitation can be overcome by combining ADTrees with Bayesian net-
works (Pearl, [1988)), as proposed by Kordy et al.| (2014b).

Node Probability = Computed Probability
Source Code Reposi- - 0.798
tory: Information Dis-
closure
Side Channels - 0.211
Emissions - 0.011
& Other Radiation 0.01 0.01
2 Sound 0.001 0.001
f‘é Filesystem Effects 0.1 0.1
£ Power Draw 0.03 0.015
Timing 0.1 -
Storage Attacks - 0.744
Backup 0.75 0
Non Cleaned Storage 0.65 0.65
Physical Access 0.25 0.188
Reused Memory 0.1 -
Shielding 0 -
Remove Microphone 0 -
& Separate VMs 0 -
2 Protect Power Draw Logs 0.5 -
’% Cryptography 1 -
'g Destory Disks 0 -
Physical Access Countermeasure - 0.25
Physical Protection 0.25 -
Encrypt Filesystem 0 -

Table 7: The success probability of ADTree’s nodes depicted in Figure @

The beauty of the proposed approach is that the results from the risk
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analysis can be transferred back to the knowledge base so that they can be
reused for subsequent iterations of the procedure. However, the results of the
quantitative assessment gained from ADTool must be manually transferred
between the knowledge base and ADTool, as we leave the development of a
prototype that automates these steps for future work.

4.2.6. Countermeasures

After analyzing the risks, countermeasures have to be identified and their
effectiveness against threats evaluated. Furthermore, the VDI/VDE 2182-
1/ (2011)) guideline states that the implementation costs of countermeasures
must be taken into account to aid the decision-making process when selecting
cost-effective countermeasures. (VDI/VDE 2182-1} 2011)

This step can be supported by the use of SPARQL queries, provided that
the success probabilities of attack and defense nodes as well as the imple-
mentation costs of countermeasures are represented in the knowledge base.
For instance, the respective SPARQL query that we provide via the GitHub
repositoryﬁ retrieves a list of potential countermeasures, including the esti-
mated effectiveness, implementation costs, the corresponding attacks they
aim to mitigate, and the estimated probability that these attacks will be
carried out successfully. The query returns the results ordered by the success
probability of attacks in descending order, and by the success probability of
countermeasures, as well as the implementation costs thereof in ascending
order. In this way, users can develop a defense strategy with the objective of
reducing risks to an acceptable level, while also considering the costs that are
associated with its implementation. Although we used a simplistic example
for the sake of clarity, the ontology can be extended to support additional fac-
tors (e.g., business requirements) that may be of significance for investment
decisions.

Now that the most cost-effective countermeasures have been identified,
their implementation can be initiated. Finally, a process audit has to be
carried out by someone not involved in the preceding steps of the procedure
(VDI/VDE 2182-1,2011)). Although these steps are crucial for ensuring that
the security measures take effect, they are out of the scope of the article at

hand.

29



5. Evaluation

In this section, we evaluate the proposed framework in the context of
selected security analysis tools. Therefore, we first identify a set of security
analysis tools (step 1) by following a generic approach for tool selection ac-
cording to [Poston and Sexton (1992), and then evaluate selected tools in the
context of the proposed approach based on identified requirements (step 2).
Figure [7] illustrates the basic steps of the evaluation process, its inputs, and
outputs.

Selected Security
Analysis Tools

Need for Security
Analysis Tools
Security Analysis
Requirements

Security Analysis Security Analysis
Tool Selection Tool Evaluation
(Section 5.1) > (Section 5.2)

Security
Analysis
Framework

Tool Evaluation Evaluation Evaluation
Process Benchmark Criteria

Evaluation
Results

Figure 7: The overall evaluation process.

The Security Analysis Tool Selection Process step (cf. Section takes
as inputs (i) the need for tool support, and (ii) security analysis require-
ments. We use a generic tool selection process proposed by |Poston and
Sexton| (1992) for testing tool evaluation, which also has been successfully
adapted and applied in the context of business process modeling tool eval-
uation in (Winkler et al., 2014)). The output of this process step is a set of
available and promising security analysis tools.

The Security Analysis Tool Evaluation Process step (cf. Section takes
as inputs (i) the set of selected security analysis tools, and (ii) the novel
approach, proposed in this article as a security analysis framework. Fur-
thermore, evaluation criteria and benchmarks have been used to provide a
common foundation for the evaluation. The output represents evaluation
results (cf. Section in terms of a comparison of selected security analysis
tools and frameworks.

5.1. Security Analysis Tool Selection

A wide range of security analysis tools and frameworks are available in
industry and academia. Due to the different focus of individual candidate
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tool solutions, there is a need for selecting the most promising security anal-
ysis tools in the context of this research. To enable traceable and repeatable
results, we follow a generic tool evaluation approach, proposed by [Poston
and Sexton| (1992)). Although this approach focuses on evaluating testing
tools, the basic process steps are applicable for selecting security analysis
tools as well. These basic tool selection process steps include: (i) Require-
ments Identification with a focus on requirements that need to be supported
by candidate tools, (ii) Selection Criteria Identification and Prioritization to
pre-select promising candidate tools (e.g., based on critical requirements) and
to evaluate the remaining set of candidate tools, (iii) Identification of a Set
of Available Tools that represent the input for pre-selection and evaluation,
and (iv) Tool Evaluation that is based on the needs and requirements for
performing security analyses to identify the most suitable approaches. How-
ever, an adaptation of this basic process approach is needed to (i) address
individual aspects in the context of conducting security analyses, and (ii) to
provide a step-by-step approach for traceable tool selections.

Figure [§| presents the basic process steps for systematically selecting suit-
able security analysis tools.

la @

O . . -) Prioritize
Identify Required >
Tool Capabilities

@ Identify

Available Security
Analysis Tools

Tool Selection
Criteria

: v s
3 (aa) (a)
Q Scenario | -) Definition of JEvamation i
Development —T‘>: Evaluation > Selection
: | Framework (Results)
I
I

Figure 8: The tool selection process based on (Poston and Sexton, |1992)) and adapted in
(Winkler et al., |2014]).

Step 1a: Identify Required Tool Capabilities. Based on related work and
workshops as well as discussions with industry partners, we derived a set
of requirements and needed tool capabilities. Note that we followed the
Easy-Win-Win (EWW) Process approach (Gruenbacher, [2000) to collect and
classify collected requirements. The output of this process step is a list of
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agreed and categorized requirements. In particular, we obtained the follow-
ing categories: (i) basic requirements (e.g., modeling of DFDs), (ii) modeling
(e.g., modeling of assets, consequences), (iii) integration (e.g., report gener-
ation, API access), (iv) risk assessment (e.g., quantitative risk assessment,
risk matrix), and (v) additional features (e.g., built-in threat library, attack
simulation). In total, 31 requirements were collected.

Step 1b: Prioritize Requirements and Tool Selection Criteria. In this process
step, experts from industry and academia prioritize the identified require-
ments in the EWW workshop according to expected benefits from individual
viewpoints. The outcome is a list of critical, important, less important, and
nice-to-have requirements. Note that critical requirements are mandatory for
candidate tools. Tools that do not provide solutions for critical requirements
will be excluded without further evaluation. Furthermore, for evaluation
purposes, we used a four-level scale to weight the priorities accordingly (i.e.,
critical: 10, important: 5, less important: 2.5, and nice-to-have: 1).

Step 2: Identify Available Security Analysis Tools. This process step focuses
on collecting available candidate solutions. In the context of this article,
we execute an informal web search complemented by recommendations from
security experts of our working group and industry experts. It is worth
mentioning that we searched for tools that are being advertised as threat
modeling or security risk assessment solutions, as we deem tools of both cat-
egories relevant to our evaluation context. Table [§|shows the list of candidate
security analysis tools.

Step 3: Scenario Development. Application scenarios represent typical se-
quences of tasks that need to be executed (and supported) by tools. There-
fore, we developed a set of typical application scenarios as input for the tool
evaluation. Note that these scenarios were reviewed by security experts to
ensure correctness and completeness of derived scenarios.

Step 4a: Definition of the Fvaluation Framework. Similar to (Winkler et al.
2014)), we developed an evaluation framework as a spreadsheet solution that
holds categorized, classified, and prioritized requirements (y-axis) and pre-
selected candidate tool (x-axis). Note that out of the bunch of available tools
(step 2), critical requirements (derived in step 1b) have been used to exclude
less promising tools from the evaluation.
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Name Version Free URL

CORAS 1.4 ® https://sourceforge.net/projects/coras/

IriusRisk 02/2019 https://continuumsecurity.net/
threat-modeling-tool/

Isograph AttackTree 4.0 https://www.isograph.com/software/
attacktree/

Microsoft Threat Modeling 2016 (] https://www.microsoft.com/en-us/

Tool (TMT) download/details.aspx?id=49168

OWASP Threat Dragon 0.1.26 [ ) https://threatdragon.org/

SeaSponge 0.2.0 https://mozilla.github.io/seasponge/

SecuriCAD 1.4.7 https://wuw.foreseeti.com/

SecurTree 4.7 https://wuw.amenaza.com/

ThreatModeler 02/2019 https://threatmodeler.com/

Tutamen Beta http://www.tutamantic.com/

Legend: @ applicable, © free version with reduced feature set.

Table 8: The security analysis tools considered in the tool selection process.

Step 4b: Evaluation and Selection (Results). The last step of the tool evalu-
ation focuses on the evaluation of selected tools with respect to the require-
ments (and priorities) by applying the identified application scenarios. Two
researchers executed the scenarios and rated the compliance to the derived
requirements on a scale ranging from 0 (requirement is not met) to 5 (re-
quirement is met). Disagreements were discussed to come to a consensus.
Based on the agreed ratings and weighted requirements, a common score for
each tool was calculated, which describes the tool’s capability with respect
to the given requirements in the evaluation context. Finally, the one with
the highest overall score represents the security analysis tool that fits best
to the set of identified requirements. As can be seen from Table [9, Securi-
CAD achieves the highest weighted score and will, therefore, be selected for
conducting the tool evaluation. In addition to SecuriCAD, we selected the
Microsoft Threat Modeling Tool (TMT) for the tool evaluation, even though
it achieved only a moderate score. However, since it is free to use and given
its apparent popularity, it will be considered for the evaluation.

5.2. Security Analysis Tool Evaluation

To perform the actual evaluation, we model a realistic software testing
setup with all tools selected in the previous subsection in order to deter-
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CORAS 7% 67% 0% 17% 4% 39 190 42%
IriusRisk 100% 68% 75% 7% 63% 105 362 80%
Isograph Attack-  82% 45% 52% 83% 10% 66 238 52%
Tree
Microsoft TMT 94% 36% 43% 17% 43% 59 265 58%
OWASP Threat 91% 24% 26% 0% 29% 52 218 48%
Dragon
SeaSponge 83% 6% 9% 0% 6% 28 153 34%
SecuriCAD 100% 94% 74% 100% 76% 126 405 89%
SecurITree 62% 18%  26% 1% 6% 39 161 35%
ThreatModeler 100% 94%  100% 63% 69% 130 402 88%
Tutamen 94% 2% 65% 0% 37% 47 237 52%
Maximum: 155 455

Table 9: The results of the tool selection.

mine their effectiveness in supporting security analyses of software testing
processes. The underlying testing process of the input models for the tools
is based on the generic process discussed in Section [3] albeit it misses certain
steps that have been omitted on purpose. As already mentioned, we ob-
served that the generic software testing process for automation applications,
as depicted in Figure 3] may not be rigorously followed on the supervisory or
control level; thus, evaluating with a subset of the activities corresponding
to the generic process model seemed reasonable. In particular, the testing
process considered for the evaluation (i) misses certain organizational activi-
ties related to test management (e.g., designing a test strategy), (ii) does not
require the generation of test data, and (iii) lacks a dedicated test automa-
tion engineer. Moreover, note that the input models of the selected security
tools have to contain technical details to varying degrees. Thus, we selected
representative, off-the-shelf tools as well as necessary software and hardware
components to obtain a plausible, realistic architecture of the software testing
setup. For instance, we selected Jiraﬁ as the test management tool, which
is hosted on a server that satisfies the respective system requirements for

4Jira: https://www.atlassian.com/software/jira.
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running this software.

After modeling the testing setup with each tool, we compare them with
each other and determine how their characteristics may facilitate security
analyses of software testing processes. The evaluation criteria used for the
tool comparison, which are based on (Lemaire et al. 2()17)EL can be di-
vided into the categories (i) input (e.g., system model, attacker model), and
(ii) output (e.g., threat generation, risk matrix). In essence, assessing the
tools” modeling capabilities, the results they yield and how they are special-
ized gives some indication of the assistance that users can expect when using
these tools for analyzing the security of their software testing setup.

Besides comparing the functional characteristics, we evaluate how well the
tools support the steps of the procedural method defined in the VDI/VDE
2182-1 (2011) guideline (cf. Figure {f). The criteria used for this qualita-
tive evaluation are the effectiveness in terms of accomplishing the procedural
method’s activities and the manual effort required to perform security anal-
yses by using the tools. A five-point Likert scale is applied to rate the degree
to which the tools meet the criteria specified. Due to the fact that the na-
ture of outputs of the tools selected for the evaluation varies significantly,
we abstain from performing a quantitative comparison (e.g., the number of
generated threats).

5.5. Buvaluation Results

The results of the security analysis tool evaluation are summarized in
Tables [10] and [T1} In the following, we present the main findings of this
evaluation.

Microsoft Threat Modeling Tool (MS TMT). As can be seen in Table |10} the
input model of the MS TMT comprises a system model in the form of a DFD.
Furthermore, a variety of manifestations of DFD elements are built-in (e.g.,
OS process as a child of the process DFD element) and can be further ex-
tended or customized by creating templates. Since the focus of the MS TMT
is on DFDs, the tool adopts a software-centric modeling approach (Shostack,
2014). Thus, the tool’s modeling approach neither gives priority to assets
nor attackers. Owing to this software-centric nature of the tool, essentially

°In their paper, [Lemaire et al. (2017) evaluate five security analysis tools for CPSs.
The therein presented tool comparison is organized by the tools’ input model and the
feedback that they provide.
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MS TMT  SecuriCAD  Our Approach

DFD ° ° °
Built-in DFD Elements (] (]
System Model Custom DFD Elements [ ] [ ] [ J
*é Assets © °
| Testing Process Model L]
Attack Steps (]
Attacker Model  Capabilities L4
Consequence °
Security Expertise Required 0
Threat Generation (] (] ©
'é Risk Matrix [ ]
g Quantitative Analysis (]
Effectiveness of Countermeasures °

Legend: @ applicable, © partially applicable.

Table 10: The comparison of security analysis tools based on key characteristics.

little to no security expertise is required for creating the input model. Based
on the modeled target of inspection, threats can be automatically generated.
The output that MS TMT provides is a list of threats, which are categorized
according to the STRIDE model and include a brief explanation describing
the attack vector as well as options for mitigation. Table 11| shows that the
MS TMT is of minimal value to users who seek to analyze the security of their
software testing setup systematically. Assets are only considered in terms of
the modeled DFD elements, such as a web application or SQL database. It
is evident that the MS TMT has its strengths in analyzing threats, as it has
been designed for that specific purpose. However, support for subsequent
steps, apart from determining relevant security objectives, is entirely lacking
and therefore needs to be manually performed.

SecurtCAD. This tool relies on an accurate model of the IT infrastructure
that conceptually resembles a DFD. Similar to the MS TMT, SecuriCAD
provides a set of components that can be used to build the system model,
albeit a more comprehensive one. SecuriCAD also allows the creation of
new components, in case certain modeling elements are missing or need to
be customized. The assets are implicitly modeled when sketching out the
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Effectiveness Effort

Step
MS TMT  SecuriCAD  Our Appr. MS TMT  SecuriCAD  Our Appr.

Structure Analysis —+ ++ - O - O
Identify Assets — O + —— @) +
Analyze Threats + + + ++ +
Determine Relevant + O + + O ++
Security Objectives
Analyze &  Assess —— ++ + —— ++ +
Risks
Identify Measures & —— + + —_ + +
Assess Effectiveness
Select Countermea- —— + O —— + +
sures

Legend: ++ very good, 4+ good, O average, — weak, —— very weak.

Table 11: The results of the tool evaluation.

IT environment (e.g., keystore). In contrast to the MS TMT, the input
model in SecuriCAD also considers the steps attackers can take and the
associated costs as well as consequences. However, the focus of SecuriCAD is
not on the attacker but system model, meaning that a detailed understanding
of the target of inspection suffices. As Table shows, among the tools
evaluated, SecuriCAD stands out in terms of the feedback it provides to
users. In particular, SecuriCAD allows running automated attack simulations
in order to obtain sequences of potential attack steps and corresponding
quantitative risk measurements (e.g., time-to-compromise). In this way, the
tool aims to reveal the most critical weak spots in the infrastructure and
provides suggestions for mitigation. Due to its rich feature set, SecuriCAD
is well suited for supporting the steps of the procedural method defined
in the VDI/VDE 2182-1] (2011) guideline (cf. Table [L1). However, since
users need to input a detailed model of their I'T environment, performing the
structure analysis by means of the tool requires considerable manual effort.
Thus, offering default models of reference architectures would be a valuable
addition in order to enable users to generate meaningful results more quickly.

Our Security Analysis Framework. The herein presented framework is based
on two ontologies that are used to represent knowledge about the target of
inspection on the one hand, and the attacker on the other (cf. Section .
While the system model consists of a typical DFD, the attacker model is
composed of threat trees. The beauty of the adopted ontological modeling
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approach is that it provides flexibility and scalability, allowing users to mod-
ify, extend and integrate the models as needed. In line with this rationale,
the framework offers a model that reflects the DFD of the software test-
ing process depicted in Figure |5/ and a model that includes threat scenarios
specific to testing automation software, which both can be used out of the
box or adapted as needed. Furthermore, it is apparent from Table [10] that
our framework fuses the system- and attacker-centric modeling approach.
Thus, extending the provided attacker model or creating one from scratch
requires security expertise. Output-wise, our framework achieves a moderate
level of decision support. Owing to the developed prototype ADT Generator,
ADTrees can be automatically created from the knowledge base. This way
of generating threats is fundamentally different from that of MS TMT and
SecuriCAD. In our framework, STRIDE is used to link the roots, i.e., goals of
threat trees to specific security threats (e.g., information disclosure of a data
store) and the child nodes detail how these threats can manifest. Based on
this, complex threat scenarios, which are represented as ADTrees and may
comprise multiple threat trees, can be created. After the threats have been
generated, the output of ADTGenerator can be imported into ADTool (Ko-
rdy et al., 2013a) for subsequent analysis. Since ADTool provides multiple
attribute domains (Kordy et al., 2013b), the ADTrees can be utilized for
quantitative risk assessments. Regarding the effectiveness in supporting the
security analysis, our framework was found to be less valuable for performing
the structure analysis but achieved good results for subsequent steps (cf. Ta-
ble . The reason for the weak support of the structure analysis is that
users have to draw on ontology visualization tools for sketching the target
of inspection and that the DFD ontology lacks technical depth. The latter,
in turn, leads to the fact that attack and defense nodes of ADTrees mod-
eled with the ADT ontology apply to the basic types of DFD elements and
therefore do not consider specific components of the infrastructure from a
technological perspective. On the contrary, this also means that generally
less modeling effort is required for constructing ADTrees that can be used as
a basis for the security analysis. Finally, it is worth noting that the frame-
work in its current state does not provide a seamless workflow for conducting
the security analysis, as the tools used (i.e., ontology editor, ADTGenerator,
ADTool) are not tightly integrated.
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6. Related Work

Existing work that is related to the article at hand can be categorized into
(i) threat modeling for cyber-physical systems (CPSs), (ii) automated threat
modeling, and (iii) information security ontologies. The following subsections
discuss selected representatives of these categories and explain how this work
is connected to them.

6.1. Threat Modeling for C'PSs

Numerous works have investigated how threat modeling can be applied
in the CPS domain in order to identify potential security issues, which ulti-
mately also affect the safety of these systems.

In (Khan et al., 2017), the authors propose a five-step threat modeling
methodology for CPSs, which is based on STRIDE. Their work is motivated
by the lack of studies that demonstrate how threats to CPSs can be sys-
tematically identified, using a real-world example. Thus, Khan et al.| (2017)
show step by step how their proposed methodology can be applied to dis-
cover threats pertaining to a real synchrophasor-based system. The article at
hand adopts a threat modeling approach that is similar to the methodology
proposed in (Khan et al., 2017) since we also use a data flow diagram (DFD)
to represent how data is transmitted within the target of inspection and
subsequently apply STRIDE to identify threats. However, while the work
conducted by Khan et al. (2017) focuses only on the modeling of threats,
we present a more comprehensive security analysis, including the analysis
of threats as a single step of the adopted procedure described in VDI/VDE
2182-1 (2011)). On top of that, our methodology attempts to semi-automate
threat modeling activities.

Martins et al. (2015) present a tool that supports modeling threats to
CPSs in a systematic manner. This tool leverages the Generic Modeling
Environment (GME) (Ledeczi et al., 2001)) to design a metamodel, which is
used for modeling the components of CPSs, optionally also in the form of
DFDs. Moreover, the tool utilizes GME interpreters to perform systematic
model analyses that may yield potential security weaknesses. The authors of
(Martins et al [2015) also present a case study in which they demonstrate
how their tool can be applied to discover vulnerabilities in a wireless tem-
perature monitoring system. Although our semi-automatic threat modeling
approach is conceptually similar to the one proposed by Martins et al.| (2015])
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(i.e., modeling the target of inspection and leveraging tool support for ana-
lyzing threats), there are two important distinctions. First, in addition to the
analysis of threats, our proposed method also facilitates other steps of the
conducted security analysis (e.g., identifying roles authorized to use assets,
determining violated security objectives, performing a risk analysis based on
generated ADTrees). Second, instead of using an UML-based modeling lan-
guage, we model the target of inspection with OWL and can therefore take
advantage of semantic reasoners.

The authors of (Schlegel et al., 2015) attempt to bridge the gap between
existing threat modeling tools that follow either a specific or generic model-
ing approach, and by implication suffer either from being too restrictive or
from the lack of structure. In essence, the rationale of their work is to leave
the level of detail of the threat model to the user’s discretion. |Schlegel et al.
(2015) propose a methodology that attempts to fulfill this requirement. In
a nutshell, their methodology is based on (i) a data model, which consists
of objects of type component, threat, impact or security control, and (ii) re-
lationships between objects. |Schlegel et al. (2015) have also implemented
a web-based tool and created a threat model for a substation automation
system in order to validate their methodology. While Schlegel et al. (2015)
highlight the well-balanced nature between generality and specificity of their
approach, we argue that by combining DFDs, STRIDE, and ADTrees, this
feature can be achieved similarly. In fact, we believe that leveraging these
concepts can ease adoption, as they are already well established in the com-
munity.

Several works such as (Byres et al| 2004; [Ten et al., [2007; Xie et al.
2013) utilize attack trees (Schneier} |1999)) to analyze the security of CPSs.
While the applicability of attack trees certainly goes beyond mere threat
modelingﬂ we adopt a variant thereof — supplementary to STRIDE — in
order to support threat modeling activities. In particular, our proposed tool
generates ADTrees (Kordy et al., 2011)) for selected threat scenarios based
on the threat trees defined in (Shostack, 2014), which we modeled with our
ADT ontology. Users can then import the generated ADTrees into ADTool
(Kordy et al., 2013a) and use them as a basis for threat models or proceed

6See (Kordy et al. [2014a)) for a comprehensive survey on attack and defense modeling
techniques based on directed acyclic graphs, including a brief discussion on the use cases
of attack trees.
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with subsequent steps of the security analysis. While the idea of generating
ADTrees or attack trees is not new (cf., for instance, (Depamelaere et al.,
2018; |Lemaire et al. 2018;|Vigo et al., 2014; |[Paul, 2014; Ivanova et al., 2015)),
the novelty of our work lies in using an ontological approach for deriving
ADTrees based on the modeled DFD. The derived knowledge can then also
be reused for ongoing steps in the security analysis.

It is also worth mentioning that several tools have been developed to
analyze the security of CPSs. In (Lemaire et al., [2017)), the authors pro-
vide a comprehensive comparison of five relevant tools, viz., CSETE]7 Cy-
SeMoL (Sommestad et al., [2013; [Holm et al |[2013), ADVISE (LeMay et al.,
2011)), FAST-CPS (Lemaire et al., |2014, |2015), and CyberSAGE (Vu et al.
2014)). Their evaluation reveals that the considered tools vary to a great ex-
tent in terms of the input they require and the results they provide. However,
since none of the tools stood out from the rest, Lemaire et al. (2017)) suggest
using the tools and underlying modeling methodologies in combination.

On a final note, although our work does not specifically investigate po-
tential vulnerabilities in CPSs, we still consider previous research in the area
of threat modeling for CPSs related to the article at hand, as the conducted
security analysis falls within this context (i.e., discovered threats may affect
the PSE process and CPSs likewise).

6.2. Automated Threat Modeling

Over the past few years, researchers have proposed various methods to
automate the enumeration and analysis of threats.

For example, in 2010, [Yee et al. (2010) proposed an automated approach
for identifying threats based on UML diagrams. Their approach makes use
of an expert system that relies on a knowledge base consisting of security-
relevant information extracted from UML diagrams (facts) and threat sce-
narios (rules). To demonstrate the viability of the proposed method, the
authors of (Yee et al., 2010) apply their implemented prototype to analyze a
web service. |Yee et al.|(2010) also point out a few issues they have discovered
related to the use of UML. In particular, the authors indicate that UML may
not be an ideal candidate for automated threat identification, as it permits a
certain degree of ambiguity and vagueness. The article at hand circumvents
this issue, as the knowledge base is composed of explicit security-relevant

"CSET: https://cset.inl.gov/.
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information, modeled with the developed ontologies. On the other hand, the
benefit of the approach discussed in (Yee et al.; 2010)) is that the UML mod-
els that have been created during the development of systems can be directly
used for automatically identifying threats.

Berger et al.| (2016) introduce the concept of extended data flow dia-
grams (EDFDs), which expand DFDs by an EDFD schema that provides
additional semantics to model (i) Elements (i.e., the entities Data Store,
Process, Interactor), (ii) Channels (i.e., data flows with relationships, such
as one-to-many), (iii) Trust Areas, and (iv) Data (i.e., types of data, such as
credentials). In this way, additional knowledge can be represented, e.g., de-
fensive measures that are already in place. Furthermore, Berger et al.| (2016)
state that this makes security-relevant know-how represented in DFDs more
explicit; thus, facilitating an automated threat analysis. The automated
analysis proposed by [Berger et al. (2016) works as follows: First, security
experts create a knowledge base that is composed of rules about security
flaws. Furthermore, they provide a pattern catalog that allows to model
characteristics of systems (e.g., type of a database). Users, which may not
necessarily have a background in information security, can then create an
EDFD with the introduces EDFD schema and the pattern catalog. For the
automated threat modeling, a rule checker can be run, which transforms the
EDFD into a graph and attempts to detect the rules defined in the knowledge
base. The beauty of this approach is that the authors of (Berger et al.l |2016)
used the Common Weakness Enumeration (CWE)®|and the Common Attack
Pattern Enumeration and Classification (CAPEC)’| as a basis for the knowl-
edge base. Incorporating the CWE and CAPEC into the knowledge base of
the herein presented framework may constitute a valuable extension of our
work. However, we believe that the use of ADTrees for automating threat
modeling is indispensable, as they also serve as a foundation for quantitative
risk analysis.

The Automated Architecture for Threat Modeling and Risk Assessment
for Cloud Computing, named Nemesis, presented in (Kamongi et al., 2014)
has two similarities with our proposed framework. First, Kamongi et al.
(2014)) also use an ontological modeling approach. Second, STRIDE serves
as one of the main pillars of Nemesis. However, the architecture of Neme-

8CWE: https://cwe.mitre.org/.
9CAPEC: https://capec.mitre.org/.
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sis differs fundamentally from the one of our proposed framework. Nemesis
integrates security ontology bases from the VULCAN framework (Kamongi
et al., 2013) to retrieve vulnerabilities, attacks, and defenses for specific cloud
configurations. Furthermore, STRIDE is applied to automatically classify
discovered vulnerabilities. The identified threats serve then as an input for
the threat probability estimator (Fenz, [2011) in order to obtain an aggre-
gated risk indicator. In contrast to (Kamongi et al., 2014)), our work aims to
provide support for threat modeling activities by automating certain steps
(e.g., constructing ADTrees), rather than computing a risk indicator. Al-
though Nemesis can also output other information, such as severity ranks,
we believe that our framework represents a precious tool to ease the process
of discovering particularly unknown weaknesses.

6.3. Information Security Ontologies

As already mentioned, we chose an ontological approach to model the nec-
essary background knowledge, which the presented security analysis frame-
work is based on. Ontologies provide a formal specification of the concepts
and relationships within a domain and facilitate data linking as well as in-
tegration. The main advantages in our context are (i) a highly flexible and
extensible knowledge base that can be easily extended by interested readers
and domain experts, (ii) that reasoners can infer new knowledge and thus
contribute to compact queries and consistent data, (iii) that knowledge can
be freely navigated and integrated into applications, and (iv) the data can
be easily shared by interested parties and hence, has the potential to form a
community-based reference.

Existing knowledge and standards that we included in the DFD and ADT
ontologies have been outlined in Sections 2] and [4, While multiple ontologies
to represent information security knowledge have been proposed in the past,
including, inter alia, (Fenz and Ekelhart, 2009; Oltramari et al., 2014; Herzog
et al,|2007)), some approaches specifically address risk analysis, e.g., (Ahmed
et al., 2007; Ekelhart et al., [2007a, 2009a, 2007b, 2009b). However, the do-
main of software testing according to the [VDI/VDE 2182-1 (2011)) guideline
combined with ADTrees has not yet been covered. The defined models are
less extensive than the previously mentioned works but are instead tailored to
the presented framework. Still, they share concepts from existing ontologies
but are not explicitly aligned yet, which is reserved for future work. Other
security ontologies, such as (Zareen Syed and Joshi, 2016; Gao et al., [2013)
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focused on technical vulnerabilities, which could also be integrated in the
future in order to model specific security weaknesses of test environments.

7. Conclusions

In this paper, we have presented a novel framework for semi-automatically
conducting a security analysis of the testing process for industrial automa-
tion software. This framework is based on the procedural method described
in the VDI/VDE 2182-1| (2011)) guideline and uses an ontological model-
ing approach to represent knowledge relevant to the security analysis. In
particular, we argue that analyzing the security of a software testing pro-
cess can be semi-automated. Furthermore, we introduce a prototype named
ADTGenerator, which allows to automatically generate ADTrees for threat
scenarios that apply to the modeled testing setup. These ADTrees can then
be imported into ADTool (Kordy et al., [2013a) to perform further threat
modeling activities with the graphical representation of the ADTrees or con-
duct a quantitative risk assessment (Kordy et al., [2013b)). To demonstrate
the viability of the proposed framework, we show how querying the knowl-
edge base and leveraging the generated ADTrees can reduce manual effort
and, in further consequence, facilitate the security analysis.

In future work, we want to further automate the security analysis by ex-
tending the knowledge base. On the one hand, the framework lacks simula-
tion approaches that would allow running attack simulations for the purpose
of exploring threat scenarios, e.g., as presented by (Ekelhart et al., [2015;
Kiesling et al., 2014)). On the other hand, we could extend the ontologies
to represent knowledge about vulnerabilities and technical details regarding
the specific test setup (e.g., software versions, network setup). Furthermore,
SAND attack trees, i.e., attack trees with sequential conjunction (Jhawar et al.|
2015)), are not yet supported by the ADT ontology. Besides extending the
knowledge base, we also plan to improve the developed prototype so that the
attribute domains for ADTrees (Kordy et al., [2013b) used in the course of
quantitative risk assessments can be automatically transferred between the
knowledge base and ADTool.

Finally, it is worth highlighting that leveraging security-relevant knowl-
edge, which has been modeled with ontologies, represents a powerful ap-
proach for the purpose of automating security analyses. We will further
explore how we can apply this method to other phases of the production
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systems engineering (PSE) process as well as to specific types of CPSs, such
as cyber-physical production systems (CPPSs).
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